Meta’s Request for Comment: https://www.oversightboard.com/pc/symbols-adopted-by-dangerous-organizations/?_hsmi=347137428  
 
Background on Submitting Organization 

ADL is the leading anti-hate organization in the world. Founded in 1913, its timeless mission is “to stop the defamation of the Jewish people and to secure justice and fair treatment to all.”  Today, ADL continues to be a global leader in fighting all forms of antisemitism, extremism and bias.  It employs innovation and partnerships to drive impact, while working to protect democracy and ensure a just and inclusive society for all. 

For many decades, ADL experts have tracked and monitored the use and exploitation of symbology and visual imagery by extremists to spread their ideas, find new recruits and intimidate and harass their perceived enemies.  In 2000, ADL took this work online, debuting its Hate on Display hate symbols database as the first and foremost resource on the internet for information on the symbols, codes, and memes used by white supremacists and other types of hateful actors. Over the past quarter-century, the ADL Center on Extremism has regularly updated Hate on Display with symbols and images as they have come into lasting use by extremists and provided new and enhanced functions to make it more useful and convenient for users.  

Although the database contains many examples of online usage and shared graphics, another feature that makes it unique is its emphasis on real world examples of hate symbols—showing them as extremists actually use them: on signs and clothing, graffiti and jewelry, and even on their own bodies as tattoos and brands.  

A searchable version of ADL’s Hate on Display database can be found here.  


Question 1: How Meta should treat symbols with different meanings when reviewing at scale, where the review by the company’s subject matter experts is limited. 

Meta should understand that context is important when dealing with potential hate symbols and should center its evaluation on the impact that hateful symbols have on victims of online hate and harassment. Meta should strive to be a platform where none of its users feel demeaned, harassed, or intimidated.  User experiences should be positive and free of hate.  To do this, first and foremost, Meta should reverse course on its recent decision to limit the impact of its automated tools on hate speech and should recognize that its new community notes feature is no panacea, just as it has not been a panacea elsewhere.  

Automated tools and community notes will not obviate the need for subject matter experts, and Meta should invest in more subject matter experts.  Additionally, Meta should continue to build its trusted flagger system to include a diverse set of outside experts who may be able to augment Meta’s own human review.  Furthermore, Meta should allow its own users to help Meta understand the context of problematic posts and profiles.  Currently, Meta’s reporting system provides no way for users to explain how a specific post or profile may be violating its hateful conduct rules, forcing automated or human reviewers to figure it out on their own (which is often not successful).


Question 2: The significance and prevalence of both the Odal/Othala rune and the kolovrat, particularly on social media. 

The odal/othala/othila rune is a Norse pagan runic symbol and part of several runic alphabets used across pre-Roman Europe.  As such, it can appear in any context in which European runic symbols or alphabets are used, including historical and cultural contexts, as well as on modern items like jewelry or runestones (used for divination). Along with other runic symbols, it can also be used in a religious context by modern Norse pagans in Europe, North America, and elsewhere.  In all these contexts, it may appear on social media.  One context in which it may be used is darker:  in the 20th century, Nazis in Germany adopted the rune, along with many other similar symbols, as part of their attempt to reconstruct a mythic “Aryan” past.  Nazi uses of the othala rune included the divisional insignia of two Waffen SS divisions during World War II.  Following the war, neo-Nazis and other white supremacists continued using the othala rune with hateful intent, so that today it is a common white supremacist symbol, seen on white supremacist tattoos, flags, banners, group logos, and elsewhere.  However, the fact that it has this hateful context does not negate the other, even more common non-hateful contexts in which the symbol appears.  A universal ban would not be appropriate.

The kolovrat symbol is a type of sunwheel symbol historically found primarily in Eastern Europe, especially Russia.  It continues to be used in historical and cultural contexts in that country.  However, extreme Russian nationalists, Russian neo-Nazis, and other extremists (including outside Russia) have appropriated the kolovrat for their own purposes, either as a symbol for Russian nationalism or simply as a substitute for a swastika (both symbols are examples of sunwheel symbols).  Most of this usage, online or in the physical world, still comes from people residing in Eastern Europe.  Because of this, ADL is unable to gauge the extent to which non-problematic usage of the symbol in that part of the world may or may not be greater than its use in a hateful or extremist context.  But the fact that it can appear in multiple contexts does suggest the need for a careful approach and consideration.


Question 3: To what degree pagan and runic symbols in general have been appropriated by white supremacists and neo-Nazis, and the extent to which they are still used in non-extremist settings. 

Because white supremacists (including neo-Nazis) and some other types of far-right extremists like to draw upon the past (including, often, a mythologized or inaccurate past), they often appropriate ancient historical and cultural symbols as part of their efforts to legitimize their extreme causes and tie them to past people, events or societies.  The Nazi regime in Germany is a prime example of this, as it appropriated many ancient symbols, such as the Wolfsangel or wolf’s hook, and attached them to its symbology.  However, in most cases the appropriation of a symbol by extremists does not negate or overwhelm its other contexts.  It merely adds an additional context.  For example, one of the most common white supremacist symbols is a variation of the Celtic Cross featuring a square cross overlayed with a circle.  It has been used by Ku Klux Klan groups, neo-Nazis, and other white supremacists.  However, this usage does not mean that the Christian cross should be considered a hate symbol, nor the Celtic Cross variations of it.  Even the specific square cross with circle variation is still also used by mainstream Christian churches.  There are examples of extremist appropriation that have overshadowed most other uses, with the most well-known being the swastika.  Even here, however, the dominant hateful context for the swastika applies only in western culture.  In Asia, as well as in several large religions that originated in Asia but may be also found elsewhere, the swastika retains its context as an innocuous symbol of good fortune.  

Because European pagan and runic symbols are still used innocuously in various cultural and historical contexts, as well as in the religious context of modern Norse paganism (only a minority of the adherents of which are racist or white supremacist), ADL urges that people do not make snap judgments when encountering such symbols, but judge them carefully in the context in which they appear.  


Question 4: Ways in which neo-Nazi and extremist content is disguised to bypass content moderation on social media. 

Since the emergence of social media, extremists have engaged in a running battle with content moderators to continue to be able to spread their bigoted imagery.  Whenever content moderation lessens, relies too heavily on automatic moderation, does not keep up with the latest extremist trends and efforts, or fails to listen to users who encounter such content, extremists are more likely to experience success in posting extremist content undetected by a platform.

This fact is why consulting experts—both internal and external—is important, as is allowing users to not only report on problematic content but also explain how it is problematic.  Extremists are always innovating.  They may start with a blatantly offensive phrase, such as “total n****r death” or “total kike death.”  If platforms notice and prohibit such phrases, they may switch to acronyms, such as TND or TKD.  Or they may go further and substitute phrases that signify, to those who know, the original meaning, such as “Have a Totally Nice Day” or “Have a Totally Kind Day.”  Extremists often rely on shorthand for phrases or images that are unlikely to escape content moderation.  For example, a common neo-Nazi symbol is the Totenkopf or death’s head symbol—a very specific type of skull and crossbones image used by the Nazis.  Recently, white supremacists started using that image in conjunction with the phrase “Never Lose Your Smile.”  To make it less likely that such content would be deleted, some extremists began omitting most of the skull image, keeping only the skull’s “smile,” to which they attached that phrase.  Eventually, once the slogan caught on, they realized they could use simply the slogan itself, without including the Totenkopf image at all.  Extremists can manufacture hate symbols even out of typography, such as creating a Nazi salute by using the o and backslash characters:  o/.  It’s important for platforms to be aware of such hateful innovations and to be on top of them, as well as to be receptive to users, who are often the first to notice them and want to report them.

One current Facebook profile features an intro that reads:  “My net worth is anywhere between $1352 and $1488.  Have a Totally Nice Day (TND)!”   While this might seem innocuous to a casual user, 13/52 and 14/88 are common white supremacist numeric symbols, while the meaning of Totally Nice Day has already been explained.  The profile’s owner is telegraphing to that he is a white supremacist, but no automated content detector caught this. This is why platforms must always stay on their toes when it comes to hateful content. To not move forward means losing the struggle—with the results that users become increasingly exposed to disturbing and hateful content, as well as harassment and intimidation, and eventually may be driven away entirely.
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